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Supplemental Information


IX. Factor Analysis: Appraising the Truthfulness of your Questionnaire (Internal Structure Evidence)

I. Exploratory Factor Analysis

A. Definition of relevant terms

Eigenvalue (latent roots): Every factor has its own, unique eigenvalue.  There are as many eigenvalues as there are variables.  The larger the eigenvalue, the more important the factor is considered to be.  Factors are ranked according to how big there eigenvalue is.  Eigenvalues roughly corresponds to the variance of the Factor scores (SPSS will output the factor scores used in the analysis at your request).  Eigenvalues indicate how much of the variance found in all the variables a given factor is capable of explaining.  An eigenvalue of 4.0 for a given factor suggests that that factor explains the equivalent of four variables’ variances.  Think of all the variables’ variances being poured into a bucket.  The factor in this case is capable of uniquely accounting for the variation of four variables.  
Kaiser’s rule: Any individual factor should account for the variance of at least a single variable.  According to this rule, only eigenvalues of 1.0 or higher should be retained for interpretation.

Communalities:  Indicates what proportion of a given variable’s variance is explained by all the factors generated by the analysis.  A communality of 1.0 suggests that all the factors together explain the entire variance of the variable at hand.
Extraction: Indicates how many of the factors fulfilled Kaiser’s rule.  Only factors meeting this criterion are retained for interpretation.  Communalities and eigenvalues are re-calculated once extraction takes place (because you’re working with fewer factors).

Rotation:  A strange mathematical activity that works to simplify your ability to interpret your results.  Notice that the variable-factor coefficients change once rotation takes place.  Oblique rotations allow factor scores to correlated with one another; orthogonal rotations do not allow the factors to correlate.  
